
 

Abstract— A large number of scientific papers are retrieved using 
Search Engines from the electronic databases. Some of these Engines 
are limited and others have designed for a general purpose. A number 
of researchers wish to prepare a survey of a particular topic. They are 
facing a problem to find the most related topics to a particular 
research title. The other problem is rising as a result of a search in an 
electronic database, where some Search Engines displays Dozens of 
pages and hundreds of results, it needs also more effort to be scanned 
manually and decide which results are relevant and which should be 
excluded. During the search process and matching the contents, the 
Search Engine maybe ignore some important documents. Some of 
these documents are excluded although, it is relevant to the subject 
and some results are included but not important. This research 
concentrates on a development of a Multi Scanning Filter (MSF) 
algorithm, that works on research documents found in various 
scientific databases, such as ISI, SCOPUS or EBSCO, etc. The idea 
of this research depends on the Google Search Engine, where the 
proposed algorithm consists of three parts. It maximizes the search 
space and works as a filter to Google results based on the similarity 
measure. This algorithm reduces the final search result list, make it 
more accurate, eliminate the problem of results' dispersion in  
traditional Search Engines, and helps developers improve current 
Search Engines, such as Google, this in turn will assist researchers 
everywhere gather the most related topics to a particular research title 
in a short time. 
  

Keywords— Filtration Algorithm, Scientific Search Engines, 
Search Accuracy, Search Results Optimization, Search Results 
Quality, Search Using Synonyms, Similarity Measures. 

I. INTRODUCTION 
earch Engine optimization is a strategical technique to 
place a web document in top search results of a Search 

Engine. The main function of Search Engines and search 
processes is to deliver most related documents to users in 
minimum time. So granting fast time and effective accesses to 
the index is a major issue for performances of web Search 
Engines. The indexing processes are applied to the web pages 
after they have been collected by the crawler and placed into a 
data repository [1]. The increasing growth of the resources on 
the internet, the non-homogeneous subject information, the 
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high volume of these resources, the variety of the users, and 
the informational needs of them are about the challenges, 
which make the Information Retrieval (IR) more difficult at 
any time on the web environment [2]. 

One of the problems that are facing all those who wish to 
review the historical background on a particular topic is the 
large number of documents that are archived in the electronic 
databases, but, the Search Engines during the search process 
bring a large number of documents, a high percentage of these 
documents are irrelevant to the required topic as a result of 
weakness of the matching process. This research aims to 
develop an algorithm to help researchers to collect related 
materials of the historical background of a research under 
consideration in a specific field. The proposed algorithm will 
work as a filter on the Google Search results, and then 
provides a short and an accurate list of results. 

II. LITERATURE REVIEW 
Search Engines on the Internet websites represent the most 

important components in the IR, so researchers and developers 
seeking to create new algorithms and tools to increase the 
quality of the search process and efficiency of Search Engines.  
Online Search Engines are undoubtedly the main fulcrum of 
web user activity and they are used for satisfying a great 
variety of search purposes. Among all the search intents, a 
considerable portion of traffic on traditional query-based 
Search Engines are characterized by complex search tasks that 
can be satisfied only through the aggregation of information 
from multiple sources [3]. 

Golovchinsky and Pickens [4] described a special 
framework for unifying transitions between various phases of 
exploratory search and presented how context from one step 
can be applied to the next. Another research work performed 
in [5]. They focused on the social search and proposed a 
model to realize the unexplored potential of folksonomies in 
satisfying complex search intents. They presented the 
relational folksonomy, an extension of the classical 
folksonomy that allows composing complex user-defined 
relations between objects and tagging them. 

A number of  approaches have discussed, which  are 
relevant to web search, those that adopt a traditional, 
document-centric, information retrieval perspective that are 
limited by their refusal to consider the past search behavior of 
users during future search sessions [6]. In particular, they 
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argued that in many circumstances the users’ search behavior 
is repetitive and regular. The same sorts of queries tend to 
recur and the same type of results that often selected. They 
described how this observation can lead to a novel approach to 
a more adaptive form of search, one that leverages past search 
behaviors as a means to re-rank future search results in a way 
that recognizes the implicit preferences of communities of 
searchers. 

Several efforts have also been spent on improving the 
tagging systems quality of service by structuring and properly 
ranking search results in tag-based search[7] or proposing 
services or functions based on the information extracted from 
folksonomies, like personalized recommendation services [8], 
[9] or social link suggestion [10]. A research project 
accomplished in [11], the overall aim of this project was to 
provide an authoritative point of view with regards to the user 
effort required to obtain hits using a web-based Semantic 
Search Engine. The project seeks to compare Hakia as a 
Semantic Search Engine with Google. They collected queries 
from 30 university students and entered these queries into two 
Search Engines; Google, the most widely used Search Engine 
and Hakia as an upcoming Semantic Search Engine. Precision 
was thereafter calculated using a pre-determined formula. 
Their calculation revealed that Google outperforms. Hakia as 
it has a higher mean precision at 0.64 as compared to Hakia at 
0.54. Google also has a lower standard deviation of 0.14 as 
compared to Hakia at 0.25. 

A research group tried to make a search tool with some 
characteristics such as cost-effective, efficient, fast and user-
friendly. The tool proposed to retrieve the most relevant 
documents, which have been stored into the database. The 
main goal was to make a web Search Engine that will retrieve 
the most matched web pages in the shortest possible time. 
They proposed an algorithm then designed it based on the 
basic principles of a tree structure and the crawler indexing 
method [12].  

A description of an original specialized Search Engine 
introduced in [13], which uses advanced cross-lingual IR 
technologies to check information quality by synthesizing 
medical concepts, conclusions and references contained in the 
health literature, to identify accurate, relevant sources. The 
conducted results illustrated that the suggested Search Engine 
is perceived as informative in a high degree. This type is 
restricted to a specific domain and it is an alternative to 
general-purpose Search Engines. However, it left room for 
improvement. Arora and Bhalla [14], proposed a search based 
on synonyms. They used different synonyms for several 
keywords to find easily all relevant documents on the web 
based on these keywords and its synonyms, which organized 
based on a database (mapping table). This type of Search 
Engines planned to increase the ranking of a website collected 
on the Search Engine and to provide users with more accurate 
and relevant results, nevertheless this approach needs further 
improvement by implementing synonym table in a more 
effective way, which should include less space consumption 
and minimum access time. 

Swaraj and Gunasekaran accomplished a comparative study 

on four different Search Engines, which tries to optimize itself 
by individual unique algorithms. They also shows the 
drawbacks and advantages of the previous algorithm and 
refinement in the latest algorithm. A number of vivid Search 
Engines are discussed such as Google, Bing, Yahoo, and ASK. 
They concluded that Google Search Engine is the most 
optimized and deals with better algorithm to throw out nearing 
results expected by users [15]. 

Singh and Gupta in [16] presented a distributed approach 
for web Crawlers including Data Mining. It works as a 
distributed system with a central Control Unit fixing or 
providing the jobs to a different computer, which are 
connected with a Network. Their approach is not exactly new 
as the largest Search Engine that can also distribute processing 
power by using a different number of computer systems linked 
with each other. 

The retrieving process of meaningful information is very 
difficult. However to overcome this problem in Search 
Engines to retrieve meaningful information intelligently, 
semantic web technologies are playing a major role.  

A preliminary survey presented over the existing literature 
regarding intelligent Search Engines and semantic search on 
the web. They concluded that different Search Engines return 
different search results due to the variation in indexing and 
search strategies [17].  

Web-based Search Engines assist tenth and hundreds of 
millions of people to search for significant information, which 
is relevant to any subject, education, news, history, sport, 
business, to multimedia and many more. It has been of great 
importance to all people that have access to the Internet 
websites and its services. Search Engines have many 
influences on people in their dissimilar levels of lifestyle and 
social responsibility [18]. Minnie and Srinivasan analyzed the 
features of Vertical Search Engines and Meta Search Engines. 
A Vertical Search process provides the user with the results 
for queries on that field. Meta Search Engines send the user’s 
search queries to several Search Engines and combine the final 
results together. They proposed a Meta Search Engine for 
searching and retrieving electronic documents on several 
fields in the internet networks and provide an interface to 
select the type of Search Engine[19]. Lewandowski analyzed 
the update strategies of the major web Search Engines for 
Google, MSN/Live.com, and Yahoo. He conducted a test of 
the updates of 40 daily updated pages and 30 irregularly 
updated pages. He used a set of data from a time span of six 
weeks through three years and identified an important 
problem, which is the delay in making crawled pages available 
for searching, which differs from one Search Engine to 
another [20]. Aravindhan and Shanmugalakshmi 
accomplished a survey about the semantic Search Engines to 
reveal the promising features of the semantic Search Engines 
and the object behind the reluctance of the users in adopting 
these sophisticated Search Engines [21]. A number of 
Semantic Web Search Engines have developed recently, 
which are based on different design principles and provides 
different levels of support for users and/or applications [22]. 
The IR performance of common Search Engines Investigated 
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to find Turkish documents, by using five Search Engines and a 
list of Turkish queries. Each query is run for each type one by 
one and the first twenty documents on each retrieval output 
are evaluated as being “relevant” and “non-relevant”. The 
results used to compare all these Search Engines based on the 
precision, Google appears to be the best Search Engine in 
terms of average precision = 73% and normalized recall 
ratios=66%, on finding these type of documents [23]. Mostly, 
the problem of finding the Search Engine that performs best 
for a query is how to select the Search Engine carefully.  

A research team analyzed problems and precision in the IR, 
in order to study the retrieval precision of website information 
and solve the problems existed in Search Engines based on 
experimental data and puts forward a new construction of a 
Search Engine. Web environment is important from two points 
of view; quality and quantity of information hidden and visible 
[24], [25]. Searching techniques in existing web are focused 
on discovering the documents via keywords in contrast to 
software and the semantic relations among the resources are 
ignored. De Silva introduced an algorithm to classify 
documents into various classes, and then he evaluated the 
algorithm through the use case of analyzing a set of reviews 
from Rotten Tomatoes. The results got with an accuracy of 
53.6% [26]. 

This research focuses on the process of developing the 
quality of Google Search Engine, on the scientific research 
domain, using a filtration process. This type of filtration is 
used for separating the subjects based on the similarity 
measure and ranks the results as relevant or irrelevant. The 
irrelevant results/documents will be excluded and the relevant 
documents will be sorted according to their importance in a 
short list, instead of multiple lists. 

III. COMMON SCIENTIFIC SEARCH ENGINES    
The most popular Search Engines are covering wide areas 

of search and other functions, they provided additional 
services such as the possibility of creating a personal home 
page, provide free email service, Service IM Chat, and 
knowledge of the weather. One of the important search types 
is the exploratory search, and it is a difficult activity that 
requires iterative interaction. This iterative process helps the 
searcher to understand and to refine the information need. It 
also generates a rich set of data that can be used effectively to 
reflect on what has been found [4]. Search Engine quality 
depends on several factors; Index Quality, Quality of search 
features, Quality of the results, and Search Engine usability 
[20]. The most common Search Engines used by researchers, 
teachers, students in the education fields include the following 
types:  

1) Google Search Engine: this type of search engines is the 
most improved, although, it has some drawbacks, it  
deals with better algorithm to throw out nearing results 
expected by users, for this reason Google was selected in 
this research. 

2) Go To: This site is like an open market, where the 
researcher can find whatever he wants; information, 
services and goods easily and accurately. 

3) Yahoo: This offers free service e-mail and displays 
for many of the products and goods through the 
channels. 

4)  Alta Vista: That is one of the largest sources of 
search, where the search deals with the component 
index of more than 140 million page views and 
information, which are upgraded every 28 days. The 
service also offers an interpretation of the various 
languages, an image search service, and email. 

5) Excite: This Search Engine offers many topics that 
are grouped into one page, such as automotive, 
finance, family, computer, education, sports, and 
travel. 

6) Online JOurnal Search Engine (OJOSE): is a Search 
Engine directed for Scientific Research and in 
education [2]. 

7) Scirus: is used for scientific information only, it is 
the most comprehensive scientific research tool on 
the web. 

8) Google Scholar (GS): It is a freely accessible Search 
Engine on the web that indexes the metadata or full text 
of scholarly literature through an array of publishing 
formats. It is one of the most search tools in the academic 
field. GS is a combination of many methods organized in 
a single algorithm. There are a number of research works 
relevant to GS had been done. It includes an overlapping 
of data, with other Search Engines that have similar 
functionalities, such as web of Science and Scopus [27], 
GS is covering the literature in general and in particular 
research domains [28], [29], the appropriateness to use 
citation counts of GS for computing various indicators, 
such as the h-index [30] and the trustworthiness of GS as 
a significant source of information [31], [32]. 

IV. RESEARCH PROBLEM   
During the process of paper analysis, various attributes of a 

document should be examined, such as document title, 
abstracts, keywords, other details. Search Engines usually 
ignore a large number of papers. Some papers are excluded, 
although they are relevant to the subject, they do not provide 
relevant data, because they don’t contain an empirical study or 
a historical background. In traditional methods, the researcher 
is willing to formulate a suitable historical background about a 
relevant subject. A lot of time is spent, maybe up to several 
days to weeks, this time is required to gather the most relevant 
references, and this is the first problem. The other problem 
becomes clear  as a result of the search in the electronic 
Database, where some Search Engines display more results 
(maybe hundreds of results), which need additional effort to 
be filtered  manually because a few numbers of these results 
are relevant and the most are irrelevant. As a result of these 
problems and to avoid the manual work, it is very important to 
develop additional filtration algorithms to reduce the search 
results and to improve the search quality on the web, precisely 
in the field of scientific research. 
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V. SIMILARITY-BASED RETRIEVAL  

A document is represented by a string or series of  words, 
which can be identified by a set of keywords, user queries may 
use expressions of keywords, for instance, car and repair shop, 
tea or coffee, DBMS but not Oracle. Queries and retrieval 
should consider Polysemy and Synonyms, for example, repair 
and maintenance. The major complications of the model 
include; Synonymy and Polysemy. Synonym means, a 
keyword K does not appear anywhere in the document, even 
though the document is closely related to K, e.g., Data Mining. 
Polysemy: The same keyword may have different meanings in 
different contexts, e.g., Rock mining and Data Mining or Gold 
mining, etc.   

To collect similar documents according to a set of shared 
keywords, results should have a high degree of relevance 
according to the closeness of the keywords, Keywords 
Relative Frequency (KRF), etc. There are basic methods for 
this task, such as stop list, word stem. Stop list is a set of 
words, which are considered “unrelated”, although, they may 
appear frequently, for instance, of, the a, for, in, on are, with, 
to, when, where, etc. Word stem is a characteristic of a word, 
where several words are small syntactic variants of each other 
since they share a shared word stem, for example, drug, 
drugged, drugs. These words can be saved in a Frequency 

Table (FT), where each entry in the FT (i, j) is equal to the 
number of occurrences of the word wi in document di. 
Commonly, the ratio instead of the absolute number of 
occurrences is used. In this case, the similarity metrics used to 
measure the nearness of a document to a specific query 
depend on a set of keywords. 

A. Cosine Similarity Measure Application 
The Cosine Similarity Measure can be used to compare 

documents or, say, give a ranking of documents, with respect 
to a given term of query words. Let X and Y be two terms for 
comparison. Using the cosine measure as a similarity function, 
cosine distance is shown in formula “(1),” and (3),”. This 
measure is superior when compared to the other measures 
such as Jaccard measure, Euclidean, Pearson Correlation 
distance. The Cosine Similarity measure is particularly better 
for text documents [33]. 

 
𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋,𝑌𝑌) = 𝑋𝑋 .𝑌𝑌

|𝑋𝑋|.|𝑌𝑌|
       (1)     

Where, ||X|| is the Euclidean norm of term x= x1, x2, x3,… xp, 
defined according to formula “(2),” as in [26].   
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Theoretically, it is the length of the vector. Similarly, ||y|| is 

the Euclidean norm of the vector y. The measure calculates the 
cosine of the angle between the two vectors x and y. The 0 
values of cosine mean that the two vectors are at 90 degrees to 
each other, they are orthogonal and have no match. When, the 
value of cosine is equal to 1, the degree of similarity in this 
case is represented as a match between the two vectors, where 
the angle between them is 0. [26]. 

Any document can be appeared by hundreds of attributes, 
each showing the frequency of a specific word (phrase or 
keyword) in the document. So, each document contents can be 
represented by a Term Frequency Vector (TFV). Table I 
shows an example of four documents, various TFV. Doc1 
contains six instances of the word “software”, whereas the 
word “system” occurs three times. The word “improve” is 
absent from the entire document, as indicated by the count 
value that is equal to 0. Such data can be highly asymmetric. 
In this table the comparisons were done among each two 
documents. 

Assume that X and Y are the first two TFV in Table I.  That 
is, X = (6, 0, 3, 0, 2, 0, 0, 2, 0) and Y =  

(4, 0, 2, 0, 1, 1, 0, 1, 1). How similar are X and Y?  
To calculate the similarity of the two vectors, the cosine 

formula shown in “(1),” is applied and the result as follows: 
X.Y=6×4+0×0+3×2+0×0+2×1+0×1+0×0+2×1+0×1=34 

||X||  = √62 + 02 + 32 + 02 + 22 + 02 + 02 + 22 + 02 = 7.28 

||Y||  = √42 + 02 + 22 + 02 + 12 + 12 + 02 + 12 + 12 = 4.9 

Sim(X, Y) =
X. Y

|X|. |Y| =
34

7.28 ∗ 4.9 = 0.95 

Based on formula “(1),” Sim (X, Y) = 0.953. Therefore, if 
the cosine similarity measure is used to compare these 
documents, based on the results of the given example, they 
would be considered quite similar. To apply this formula to 
find the similarity among a two documents, the first document 
will represent the first vector Xi, and the second document 
will represent the vector Yi.  

VI. RESEARCH METHODOLOGY    
The proposed filtration algorithm was designed as different 

components and applied using the Google Search Engine. It 
consists of three parts; the first part is searching based on a set 
of keywords. The second part is searching based on a set of 
Synonyms. The third part is using the results of the first and 
the second parts and applies the similarity measure, runs a 
filtration process, and generates the final results. This idea will 
give potential and features much better than those features of 
current Search Engines, in particular in Google. 

A. Research Data 
Three search examples were applied by Google Search 

Engine based on sets of Keywords and Synonyms. This 
process generates three samples of document files, which 
gathered from the electronic databases. The three samples that 
were applied in the filtration step (the third scan), these files 
include research papers retrieved as a PDF format. Some of 
these research papers were indexed in famous scientific 
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databases, such as in Scopus-Elsevier. Each sample contains 
34 research files and the total number is 102 research papers in 

all samples.  
 

 
Table I: Document TFV example 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

B. MSF Description  
In general, search by Keyword enables researchers to 

accomplish explorations of more contents, such as flat files, 
text data fields. Commonly, there are two types of search 
mechanisms used in this research. Firstly, standard mechanism 
depends on a set of keywords, which uses direct queries on the 
contents to acquire the relevant results. The drawback is that 
queries are relatively slow, especially in the very large 

databases.  On the other hand, there is no special format 
required by the system manager to search. Secondly, depends 
on a set of Synonyms to increase the search domain. Fig. 1 
displays the general layouts of the proposed Search Engine 
processes. The research methodology describes all stages of 
the MSF. 
 

 
Fig. 1: MSF Processes Chart 

1) The First Scan 
The following points display main steps of the first scan’s 

algorithm: 
1. Start 
2. Input user query (Keyword list) to the MSF interface. 
3. Pass the query and process it using Google Search 

Engine. 

4. Search and match user keywords with the contents of the 
Internet  databases (DB1, DB2, DB3, DBn)  

5. Collect all results = {doc1, doc2, doc3,…, docn}, from 
several pages P1, P2,…, Pn. 

6. Create a list of the search results L1= {doc1, doc2, 
doc3,…, docn}, as illustrated in Fig. 2. 

7. End 
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Fig. 2: First Filtration Scan 

2) The Second  Scan 
 The following algorithm describes the second scan steps: 
1. Start  
2. Input user query (Synonym list) to the MSF interface. 
3. Repeat the steps of the first scan algorithm from 3 to 5. 

4. Create an empty list (L2) 
5. If there is a match add the file to L2, where L2 = L2 + 

(Fi), the details are shown in Fig. 3. 
6. End 

 

 
Fig. 3: Second Filtration Scan 

3) The Third Scan 
 The objective of this type of scan is to identify an optimized 

list of relevant documents. The details are shown in Fig. 4. 
The following steps display the algorithm of this scan. 

1. Create a Similarity Measure Table. 
2. Use the keywords and their synonyms to fill in the table.  
3. Create new list (L3), where L3=Merge of (L1+L2).  
4. For each document file (Fi) in L3, search entire the 

contents. 
5. Match, and count all recurrences of keywords and 

Synonyms. 
6. Fill in the Similarity table. 

7. Calculate the values of similarity using the formula 
“(1),”. 

8. Apply the similarity measure Sim (keyword, Doci) and 
Sim (Synonyms, Doci) shown in formula “(3),”. 

9. Fill in the Similarity table.  
10. Enter the maximum length of references list (N).  
11. Split the results of the Similarity table, which have 

similarity values rate > 0 in a new list L4.   
12. Sort and display the contents of L4 in descending 

order, as an optimized list, where (0 ≤ L4 Length  ≤ N). 
So, it can be approved as the best list of references 

relevant to the suggested title, Fig. 4 illustrates 
headlines of filtration process (Scan 3).   
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Fig. 4: The Third Filtration Scan 

VII. EXPERIMENTAL RESULTS  
Three different experiments were applied on the proposed 

algorithm. The outputs are shown in the similarity tables, 
Appendix 1, Appendix 2, and Appendix 3. Each experiment 
includes 34 cases/document files. The contents of the first row 
in each table indicate the Keywords-Synonyms-Set (KSS), 
which were applied in Google searches and their values are 
shown in the second row, they were initialized to "1" for the 
comparison purpose. These values used to compute the Cosine 
Similarity between the KISS and their occurrences in all 
documents collected by the Google Search Engine, in the three 
experiments. Five keywords and three Synonyms in the first 
sample (Appendix 1), Five keywords and four Synonyms in 
the second sample (Appendix 2), and Five keywords and five 
Synonyms in the third sample (Appendix 3).  The documents 
included in the three samples belong to various international 
databases, as a result of a Google search. The search results 
were organized in two separate lists L1 and L2. The two lists 
merged later in one single list to be used as an input to the 
third scan using the similarity measure, see the details in Fig. 
(2 and 3). The similarity measure was applied in the third scan 
and the results are shown in Appendix 1, 2, and 3, last column. 
The number of pages got from the Google search in the three 
experiments are 38, 35, and 41 pages respectively. The total 
number of items in each experiment is 369, 337, and  402 
items respectively. These experiments accomplished to 
compare the results of the traditional Search Engines against 
the results of the proposed algorithm. The Cosine Similarity 
measure of formula “(1),” was applied to find the similarity 
amongst KSS and documents’ contents.  The results of 

Appendix 1, 2, and 3 were sorted in descending order based on 
the highest similarity values (last column). Each experiment 
covered various search results from many pages, only sub-sets 
of search results took randomly from various pages of the 
Google search results. For instance, in Appendix 1, the sub-
sets selected as follows: 
4 results (documents) took from page 1 and 4 from page 2. 
Also, 3 results took from page 3 and 2 results took from page 
6. In addition, 2 results took from page 7, 1 from page 8, 3 
results from page 10, and 2 results taken from page 38. The 
same idea followed by the contents of Appendix 2 and 3. 

VIII. RESULTS EVALUATION AND DISCUSSION  
When using the leading search engines, such as Google to 

find a specific subject, the expected results, supposed to be 
listed based on its importance and correlation degree with the 
required title. In this case, the search results are organized as a 
sequential list of the first item to last item, this list should be 
started with the results that have high correlation or high 
priority with the researcher’s subject or title. This is a general 
perception for any user/researcher about the common search 
engines. This picture is that we had before. The results of this 
research have proven another vision based on the three 
experiments done using Google Search Engine and the 
proposed filter with Google. 

The results of the three experiments were analyzed, it was 
found that the traditional Google search results produce 
dozens of pages and hundreds of results of documents. Mostly, 
these results appear to be scattered within these pages 
randomly without taking into account the  priority criterion. 
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Fig. 5: Occurrences of the KSS in the documents of the first sample 

Fig. 5, 6, and 7 show occurrences of KSS in the files found 
in the search results, some KSS appears once or more in a 
document. A number of KSS appears many times, such as 
“web mining as in Appendix 1, it appears 46 times in 
document 4, in page1, “knowledge” appears 64 times in 
document 32, in page 36, and “knowledge” appears in 

document 34, in page 38, 68 times. In addition, there is a 
number of KSS items that are completely irrelevant and absent 
in the results, its occurrence is 0, such as “Healthcare Data” in 
Appendix 2. 
 

 
Fig. 6: Occurrences of the KSS in the documents of the second sample 

The search results are distributed at different levels. Fig. 6 
and 7 demonstrate these levels, according to the experiment 2 
and 3. Some of these results seem to be inexact, based on the 
results  classification in different cases: 

1. Some of these documents (search results) displayed on the 
first page and the second page of the search, although, the 
degree of similarity is not high with the required topic 
(these are abnormal cases), some examples in Appendix 1 
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are supporting this case, such as doc 2 in page 1 and doc 8 
in page 2. Also, in Appendix 2, docs 2, 3, 5 in page 1, and 

in Appendix 3,  docs 2, 3 on page 1.  

 
Fig. 7: Occurrences of the KSS in the third sample documents  

2. Some of these documents came in the first page and the 
degree of similarity is high with the required topic (these 
are normal cases), for instance, in Appendix 1, docs 1, 3, 
and 4 on page 1. Also, docs 1, 4 in Appendix 2, and docs 1, 
4 on page 1, Appendix 3). 

3. Some of these documents placed at the end of search lists, 
although, it has a high similarity (from a logical point of 
view, these are abnormal cases), it represents a drawback 
of Google Search Engine, as observed in different cases, 
for example, in Appendix 1: doc 19 in page 10, doc 21 in 

page 15, doc 23 in page 19, doc 27 in page 28, in Appendix 
2: doc 34 in page 34, doc 24 in page 27, doc 25 in page 27, 
doc 33 in page 32, and in Appendix 3: doc 29 page 30, doc 
34 page 41, and doc 33 page 40. All these documents have 
a high rate of priority, but came late in the Google search 
results list. 

4. Some of these documents came at the end of search lists 
with a very low similarity or irrelevant (normal case), 
many examples were shown in the three tables. 

 

 
Fig. 8: Results randomization in google search 
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5. A set of documents is not related to researcher’s subject, 

the similarity value is 0, these documents should be 
removed from the results, anyone can say, why Google 
puts them in the results? 6 cases in Appendix 1 and 2 cases 
in Appendix 3.  

6. Other documents are spread between the cases discussed 
above (from 1 to 5), some of them are familiar cases and 
the other are unfamiliar cases, many examples are included 

in these tables. A clear distribution of relevant and 
irrelevant results is shown in Fig. 8.  
Based on the proposed filtration algorithm, it was found 

that the research results are showing more accurate and 
optimal results. This algorithm displays the search results in 
the correct order based on the real similarity degree as in Fig. 
9. The final list will start with all items appear in the top left 
of this Fig., the most relevant topics. 

 
Fig. 9:  Results of filtration using the proposed algorithm based on google  

Where the curve of experiment 1 represents a sample of 34 
random cases out of 369, the curve of experiment 2 represents 
a sample of 34 random cases out of 337, and the curve of 
experiment 3 represents a sample of 34 random cases out of 
402. 

So, in the results of Google, the researcher must check all 
results of each page from R1 to RN and must check all pages 
from page1 to pageN, this is a time consuming when using 
manual filtration. This kind of results is shown in Fig. 8, it 
illustrates the results randomization in Google search. The 
important search results in Google are scattered in different 
pages, for example, in the first, the second and the third 
experiments there are 38 pages, 35 pages, and 41 pages, 
respectively. In this case, the user will search manually on 
these results, which consists of 369, 337, and 402  items 
respectively in the three experiments, but in the proposed 
method, it is enough for a researcher to check only the first 
part of results, as demonstrated in Fig. 9, which displays the 
experiments' results of the proposed MSF. Also, the researcher 
can determine the final list size. With the proposed method the 
results will be listed in a single list. 

IX. CONCLUSION 

The results got according to the proposed filter were much 
better than those produced according to the traditional Google 
Search Engine. The results' list was optimized from hundreds 
of topics organized in tens of pages to a small list controlled 
by a single parameter (List length), which can be used to 
determine the number of required references or similar 
subject. The search by KSS expands the search space and 
increases the related results. This in turn brings all the 
documents relating to the subject under study, the filtration 
process of similarity measure reduces a large number of 
topics, which have lower similarity or irrelevant.  

This gives search results with more focus and more 
accuracy than those obtained from Google Search Engines. 
These are counted as an advantage and strength of the 
proposed filter (Google-Based MSF). This filter optimizes the 
final results of a Google Search, and increase its accuracy 
based on the multi scanning and filtering process.  

Among the advantages offered by this research is saving 
researchers’ time required for browsing a huge number of 
files, where the obtained results are focused mostly on the 
relevant topic. The disadvantages include the filtering time 
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required to measure the similarity, but when compared with 
reader time spend for select a list of the appropriate 
documents, this time does not affect at all, this means this 
disadvantage has not effect. In general, the Google-Based 
MSF will improve the search quality. The approach allows 
researchers, students collect and find a short list of references 
contains important materials that will be more helpful for them 
in their research subjects, especially in the historical 
background or literature review. In addition, this research will 
also help Search Engines’ developers, for instance, Google 
developers' team to improve the precision and efficiency of 
their leading Search Engines. So, this paper provides a 
valuable contribution for improving the search results, which 
is very important generally for global society. 

X. FUTURE WORKS 
The research results represent an important and necessary 

work for a large segment of society, whether researchers, 
students, experts and other people. As a result of this 
importance, the research opens the door for additional research 

works for all those who have an interest to improve search 
methods, techniques, and tools of data and IR from the global 
network environment. A list of recommendations regarding to 
this aspect can be given as follows: 

- Development of each part of the proposed algorithm 
separately, and merge all these parts as a single unit with 
the Google Search Engine through a flexible user interface 
that constitutes an integrated Search System with Google. 

- The research function can be extended by adding more 
features to the current idea, based on the title and subject 
summary, using the text slices overlapping. 

- Enhance the research idea to cover general topics, contents 
out of the research purpose after connecting the system 
with an extended database contains all famous Synonyms. 

- Improve the filtration process, using other statistical 
measures, based on the Data Mining Tools and 
Techniques. 

  

 

Appendices: 
Appendix 1: Experimental results of the first sample 

Documents 

Keywords Synonyms Metrics Measure 

H
yperlink 

A
nalysis 

Features 
Extraction 

D
ata sets 

Structure 
M

ining 

W
eb analysis 

W
eb M

ining 

K
now

ledge 

Link M
ining 

 
 

||X|| 

 
 

||Y|| 

 
 

X×Y 

 
 

Sim(X,Y) 

RS Values 1 1 1 1 1 1 1 1 - - - - 
Doc1:  page1 1 4 14 8 2 3 9 2 2.83 1.67 3.9 0.83 
Doc 6: page2 0 0 0 15 0 23 10 9 2.83 1.95 3.9 0.71 
Doc 3: page1 0 0 0 12 0 19 10 2 2.83 1.74 3.2 0.65 
Doc 10: page3 0 0 0 23 0 16 3 6 2.83 1.57 2.9 0.65 
Doc 4: page1 0 0 1 7 0 66 45 0 2.83 1.58 2.8 0.63 
Doc 9: page3 1 0 0 15 0 22 8 0 2.83 1.63 2.9 0.63 
Doc 5: page2 1 0 0 4 1 19 11 0 2.83 1.48 2.6 0.62 
Doc 7: page2 0 0 0 7 0 8 33 0 2.83 1.46 2.5 0.61 
Doc 14: page7 2 0 2 0 0 0 2 0 2.83 0.35 0.6 0.61 
Doc19: page10 0 0 0 12 0 12 12 0 2.83 1.73 3 0.61 
Doc 11: page3 1 0 0 1 0 2 4 0 2.83 0.47 0.8 0.6 
Doc 15: page7 0 0 1 3 1 47 5 0 2.83 1.17 2 0.6 
Doc21: page15 0 0 0 5 0 11 29 0 2.83 1.5 2.5 0.59 
Doc 16: page8 0 0 3 0 0 0 6 3 2.83 0.73 1.2 0.58 
Doc27: page28 0 0 23 3 0 1 52 0 2.83 1.45 2.4 0.58 
Doc 2: page1 6 0 0 0 0 2 5 0 2.83 0.81 1.3 0.57 
Doc23: page19 0 0 2 1 0 44 5 0 2.83 1.14 1.8 0.56 
Doc 8: page2 0 0 0 9 0 54 2 0 2.83 1.36 2.1 0.55 
Doc 22: page19 0 0 0 3 0 5 25 0 2.83 1.16 1.8 0.55 
Doc30: page33 0 0 9 0 0 2 28 0 2.83 1.36 2.1 0.55 
Doc 13: page6 0 0 0 1 0 33 41 0 2.83 1.42 2.1 0.52 
Doc32: page36 0 0 7 0 0 1 64 0 2.83 1.22 1.8 0.52 
Doc 18: page10 0 0 0 0 0 1 6 16 2.83 1.17 1.7 0.51 
Doc29: page31 0 0 26 0 0 0 45 0 2.83 1.41 2 0.5 
Doc 17: page10 0 0 0 0 0 2 3 0 2.83 0.36 0.5 0.49 
Doc33: page38 0 0 0 4 0 1 67 0 2.83 1.08 1.5 0.49 
Doc28: page31 0 1 1 0 0 1 8 0 2.83 0.82 1.1 0.47 
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Doc26: page26 0 0 1 0 0 0 3 0 2.83 0.32 0.4 0.44 
Doc 12: page6 0 0 1 0 0 1 19 0 2.83 1.01 1.2 0.42 
Doc24: page22 0 0 12 0 0 0 1 1 2.83 1.01 1.2 0.42 
Doc34: page38 0 0 0 0 0 1 68 0 2.83 1 1.1 0.39 
Doc20: page15 0 0 0 0 0 0 3 0 2.83 0.3 0.3 0.35 
Doc25: page22 0 0 0 0 0 0 3 0 2.83 0.3 0.3 0.35 
Doc31: page35 0 0 0 0 0 0 1 0 2.83 0.1 0.1 0.35 

 
Appendix 2: Experimental results of the second sample  
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Keywords Synonyms Metrics Measure B
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||X|| 

 
 

||Y|| 

 
 

X×Y 

 
 

Sim(X,Y) 

RS Values 1 1 1 1 1 1 1 1 1 - - - - 
Doc 4: page1 1 0 0 2 2 0 0 1 2 3 0.37 0.8 0.72 
Doc34: page34 1 3 0 9 8 0 0 3 3 3 1.32 2.7 0.68 
Doc 24: page27 0 0 7 22 12 0 0 0 8 3 1.77 3.5 0.66 
Doc1:  page1 0 0 1 1 3 0 0 1 3 3 0.46 0.9 0.65 
Doc25: page27 0 0 6 1 4 0 0 1 3 3 0.79 1.5 0.63 
Doc33: page32 0 0 1 7 17 0 0 2 12 3 1.59 3 0.63 
Doc 6: page2 0 0 3 8 3 0 0 0 4 3 0.99 1.8 0.61 
Doc 8: page3 0 0 1 0 1 0 0 0 1 3 0.17 0.3 0.59 
Doc 7: page2 2 0 1 86 2 0 0 0 5 3 1.16 2 0.57 
Doc27: page28 0 2 0 21 2 0 0 0 4 3 1.11 1.8 0.54 
Doc 17: page13 0 1 0 1 0 0 0 0 0 3 0.14 0.2 0.48 
Doc 2: page1 0 0 0 1 1 0 0 0 0 3 0.14 0.2 0.48 
Doc22: page19 0 1 0 0 4 0 0 1 0 3 0.42 0.6 0.48 
Doc29: page29 0 0 0 0 1 0 0 0 1 3 0.14 0.2 0.48 
Doc 12: page5 0 0 0 4 2 0 0 0 0 3 0.45 0.6 0.44 
Doc 10: page4 0 0 0 1 3 0 0 0 0 3 0.32 0.4 0.42 
Doc 3: page1 0 0 0 0 3 0 0 0 1 3 0.32 0.4 0.42 
Doc 5: page1 1 0 0 0 0 0 0 0 3 3 0.32 0.4 0.42 
Doc30: page30 0 0 0 0 19 0 0 3 0 3 1.04 1.3 0.42 
Doc 14: page8 0 1 0 0 4 0 0 0 0 3 0.41 0.5 0.41 
Doc 11: page5 0 0 2 0 0 0 0 0 11 3 1.02 1.2 0.39 
Doc 13: page8 0 0 0 0 1 0 0 0 0 3 0.1 0.1 0.33 
Doc 16: page12 0 0 0 0 1 0 0 0 0 3 0.1 0.1 0.33 
Doc 18: page14 0 0 0 0 3 0 0 0 0 3 0.3 0.3 0.33 
Doc 9: page3 3 0 0 0 0 0 0 0 0 3 0.3 0.3 0.33 
Doc21: page19 0 0 0 0 0 0 0 2 0 3 0.2 0.2 0.33 
Doc23: page24 0 0 0 0 0 0 0 5 0 3 0.5 0.5 0.33 
Doc31: page30 0 0 0 0 0 0 0 2 0 3 0.2 0.2 0.33 
Doc 15: page12 0 0 0 0 0 0 0 0 0 3 0 0 0 
Doc 19: page15 0 0 0 0 0 0 0 0 0 3 0 0 0 
Doc 20: page16 0 0 0 0 0 0 0 0 0 3 0 0 0 
Doc26: page28 0 0 0 0 0 0 0 0 0 3 0 0 0 
Doc28: page29 0 0 0 0 0 0 0 0 0 3 0 0 0 
Doc32: page32 0 0 0 0 0 0 0 0 0 3 0 0 0 
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Appendix 3: Experimental results of the third sample  

 
Documents 

Keywords Synonyms Metrics Measure Softw
are 

 Testing 

Test A
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Test C
ategory 
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System
 testing 

Statistical  
A
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Testing Type 
U

nit Testing 
Test M

ethods 

 
 

||X|| 

 
 

||Y|| 

 
 

X×Y 

 
 

Sim(X,Y) 

KS Values 1 1 1 1 1 1 1 1 1 1 - - - - 
Doc1:  page1 93 0 0 83 0 15 0 0 13 0 3.16 2 4 0.63 
Doc29: page 30 57 0 0 1 0 8 1 0 9 0 3.16 1.86 3.8 0.65 
Doc 7: page 2 16 4 0 76 6 1 0 0 3 0 3.16 1.62 3.4 0.66 
Doc 9: page 3 28 0 0 56 0 1 1 0 10 1 3.16 1.74 3.3 0.6 
Doc34: page 41 7 0 0 3 0 5 1 0 0 20 3.16 1.66 3.3 0.63 
Doc 4: page 1 10 0 0 30 0 2 0 0 63 0 3.16 1.74 3.2 0.58 
Doc 8: page 3 12 0 0 7 0 0 6 0 6 0 3.16 1.65 3.2 0.61 
Doc14: page 9 16 0 0 68 0 2 0 0 46 0 3.16 1.74 3.2 0.58 
Doc33: page 40 16 0 0 64 4 16 0 0 1 0 3.16 1.63 3.2 0.62 
Doc22: page 17 10 0 0 74 1 1 0 0 7 1 3.16 1.59 3 0.6 
Doc 6: page 2 9 0 0 74 0 2 0 0 1 7 3.16 1.53 2.9 0.6 
Doc 17: page 11 70 0 0 12 0 2 1 0 5 0 3.16 1.52 2.8 0.58 
Doc 12: page 6 7 0 0 24 0 6 0 0 4 0 3.16 1.42 2.7 0.6 
Doc30: page 32 1 0 0 11 1 2 1 0 19 0 3.16 1.44 2.5 0.55 
Doc 3: page 1 0 0 0 39 0 8 0 0 6 0 3.16 1.41 2.4 0.54 
Doc 5: page 2 0 0 0 1 0 7 0 0 7 0 3.16 1.41 2.4 0.54 
Doc 10: page 3 2 0 0 0 0 32 0 0 1 0 3.16 1.43 2.3 0.51 
Doc15: page 9 18 0 0 15 0 0 0 0 3 0 3.16 1.45 2.3 0.5 
Doc18: page 11 57 0 0 52 0 0 2 0 1 0 3.16 1.43 2.3 0.51 
Doc25: page 22 19 0 0 13 0 1 0 0 2 0 3.16 1.43 2.3 0.51 
Doc19: page 14 8 0 0 6 0 0 0 0 4 0 3.16 1.34 2.2 0.52 
Doc16: page 9  28 0 0 41 0 0 0 0 1 0 3.16 1.42 2.1 0.47 
Doc 2: page 1 4 0 0 2 0 1 0 0 1 0 3.16 1.09 1.6 0.46 
Doc28: page 27 2 0 0 16 0 0 0 0 4 0 3.16 1.1 1.6 0.46 
Doc 13: page 6 4 0 0 11 0 8 1 0 0 0 3.16 0.9 1.3 0.46 
Doc21: page 17 2 0 0 49 0 1 0 0 3 0 3.16 0.71 1.2 0.53 
Doc31: page 37 4 0 0 76 0 0 0 0 1 0 3.16 0.81 1.2 0.47 
Doc26: page 23 2 0 0 75 0 2 0 1 3 0 3.16 0.44 0.9 0.65 
Doc20: page 14 2 0 0 7 0 0 0 0 4 0 3.16 0.49 0.8 0.52 
Doc32: page 40 1 0 0 40 0 2 1 0 0 1 3.16 0.4 0.8 0.63 
Doc24: page 20 0 0 0 0 0 0 1 0 1 0 3.16 0.17 0.3 0.56 
Doc27: page 24 1 0 0 46 0 1 0 0 1 0 3.16 0.17 0.3 0.56 
Doc 11: page 6 0 0 0 0 0 0 0 0 0 0 3.16 0 0 0 
Doc23: page 20 0 0 0 0 0 0 0 0 0 0 3.16 0 0 0 
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